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Checkpoint/Restart (C/R)

Checkpoint-and-Restart is a commonly used technique for large-scale applications running for long time that:

- Writes a snapshot of an application at fixed intervals and
- On a failure, the application can restart from the last checkpoint

With emergence of fast local storage, Multi-Level Checkpointing (MLC) has become a common approach with hierarchically written checkpoints
Determining the optimal checkpoint configuration is very crucial for efficient checkpointing. However, finding this optimal configuration for efficient checkpointing is complicated.

There exists a tradeoff for finding the optimal configuration:

- **Frequent checkpoint**: Spends more I/O time for checkpointing
- **Infrequent checkpoint**: Lose more useful computation on a failure

![Diagram showing the tradeoff between frequent and infrequent checkpoints](image-url)
Background and Motivation
Approaches to Determine Optimal Configuration

There are existing two approaches to determine checkpoint configuration

- **Approach 1: Modeling checkpointing behaviors**
  - Execution states are categorized into compute, checkpoint and recovery state. This approach works well for simpler checkpoint models, but is significantly difficult to implement for complex systems

- **Approach 2: Simulation for optimal checkpointing**
  - Simulation approach is much more accurate than Modeling approach, however, it takes very long time to find optimal checkpoint configurations

• In this paper, we try to obtain the optimal checkpoint configuration for a given HPC system using the effectiveness and accuracy of the simulation approach and combine it with machine learning models to avoid the time taken by simulation to obtain the optimal result.
Design and Implementation

Combine simulation with Machine Learning

- Apply various AI techniques to learn checkpoint schemes given different C/R scenarios. There are two distinct ways to achieve it:
  - **Machine Learning (ML) Model**: Use existing machine learning models on the simulated dataset to see how well it learns.
  - **Neural Network (NN) Model**: Build our own neural network to see how well it can learn and predict the optimal configuration.
The simulator has been developed to replicate the behavior of real-world scenarios when using three-level checkpoint for large scale systems.

The simulator is provided with three critical parameters for each level, checkpoint overhead, checkpoint restart time, and failure rates.

The parameters are used by the simulator to provide the user with elapsed time and the efficiency (% of time utilized by useful computations) of the system.
Design and Implementation

**Model Optimization**

- **Daisy Chaining**: Feed the output from Checkpoint Count prediction as an input to the Neural Network for Checkpoint Interval prediction

- **Parameter Optimization/Reduction**: Remove interdependent, redundant parameters
For a three-level checkpoint model, the neural network showed better performance with an improved accuracy between 19 to 51% in comparison to the machine learning models.
Conclusion

- We present an idea to combine the simulation approach with machine learning models to determine the optimized parameter values for different configurations of C/R.

- We show that our models can predict the optimized parameter values when trained with the simulation approach.

- We have also demonstrated that using techniques such as neural networks can improve the performance over the machine learning models with neural network sometime exceeding the performance of a machine learning model by 50%.
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