SP Architecture

Uniprocessor  node

—Power 2 (peak256 Mflop/s)
Custom high-performance switch
—80 MB/s duplex, usec latency
Distributed memory architecture
—single Unix (AIX) kernel per node
Scalable

-2 - 512 nodes

Successful  in the marketplace
—more than500 systems sold

Marc Snir






Building on Workstation technology
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SP Switch (64 way)

Multiple Paths between any two nodes

Network Scales with each added Node

80 MB/s duplex, 0.5 usec latency per board now

B/w can be scaled with node performance for 2 generations,
with no major change in technology -
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Custom vs Commodity Switch

Increased similarity in function
—switched (not shared)
—Packet-switching, small packets
2-3 years gap in performance
—Performancegated by cost, notby physics
Different requirements
—b/w,reliability, package, distance, protocols

Custom switch can and will maintain performance
differential

Custom switch may use components of commodity
(ATM ?) technology




1/O Bus vs Memory Bus

I/0 bus is
—standard, stable interface
—supports manyloads
—built for lower performance

—built for long DMA transfers in non
paged memory processor

Memory bus T e ’j
—proprietary,andchanging L obue
—built for high performance memory |

—supports fewloads

—built for short cache line transfers ]
andcache coherence protocols

system bus

1/0 bus

Direct connection to memory bus will differentiate SPC’s
from clusters.
Standard W/S 1/Oslots will not befast enoughfor SPC and
will not haveright functional  interfacefor smart, deepadapter

Marc Snir ====

































































































































